
• Experiments 
➢ Ablation Study: 
1. LAPS vs 2/3D Attention. 

2. Pyramid Skipping 

➢ Comparison with SOTA: 

Long-term Leap Attention, Short-term Periodic Shift for Video Classification 
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• Conclusion and Resources 
➢ Conclusions: 
1. LAPS is a cost-effective alternative to 3D attention for temporal modeling. 
2. We could build long/short-term relation with Leap Attention/Periodic Shift. 
3. Leap Attention is a new temporal dilated attention. 
➢ Contact & Resources 
zhanghaoinf@gmail.com 
chenglc@zhejianglab.com 
haoyanbin@hotmail.com 
cwngo@smu.edu.sg

• Motivation 
➢ Video transformer processes T times longer sequence than the vision 

transformer. 

➢ Temporally neighboring frames are generally similar (redundancy) 
despite being different in micro details. 

➢ To avoid redundancy, we can suppress attention on visually similar frames 
in a dilated manner. For micro details, we can launch short-term temporal 
shift operation. Complexity becomes: 
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• Visualization 
➢  Visualization of Video Exemplars 

We test Base2D and LAPS on the Kinetics-400 val set. The solid and dashed 
line separately denotes per-frame predictions from Base2D and LAPS 
transformer.

T2N2 → 2TN2

• Proposed Framework 
➢ Leap Attention with Periodic Shift encoder (LAPS): contains Leap 

Attention (LA) and Periodic Shift (PS). The LA and PS separately serves 
to model long-term temporal relations and short-term variations between 
adjacent frames. 

                          
                          (a) Video Tensor                                    (b) Leap Attention         

                         (c) Plain Shift                                         (d) Periodic Shift  

➢ An LAPS overview: is a zero-parameter, lightweight-FLOPs attention 
alternative. It can flexibly replace a generic 2D attention and convert a 
static vision transformer into a video one. 

➢ Pyramid Skipping aims to connect frames with various distances into 
pairs, therefore facilitating the LA to have multi-scale temporal receptive 
fields.  

                     (a) Pyramid-1.            (b) Pyramid-2               (c) Pyramid-3 
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