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• Motivation & Contributions:
Ø Vision MLPs like MLP-Mixer, gMLP and et al. are modeling cross-token relations via heavy 

parameterized token-MLP layers. Inspired by the extensive implementation of the positional 
encoding method in Transformers, we explicitly integrate the positional prior into gMLP, which is 
also treated as our baseline, and propose our vision backbone network named PosMLP.

Ø The single layer of token FC in the SGU of gMLP is weak at capturing the complex spatial 
interaction. We propose to implement a channel group-wise strategy that assigns each group a 
individual RPE-based token FC layer to achieve a multi-granular information aggregation.  

Ø The gMLP also suffers from its weak extendability to input resolution and thus the pretrained 
wights are hard to be transferred into other downstream scenes with flexible input resolution. To
reduce the transfer cost, PosMLP is utilizing a window-portioning and convolutional down-
sampling architecture. 
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• Method:

• Experiments
Ø Ablation study:
1. SGU VS PosGU and gMLP VS PosMLP

Table 1. Effectiveness of RPE in gMLP and PosMLP. 

Table 2: Performance comparison of PosMLP variants with the state-of-the-arts such as 
CNNs, vision transformers and vision MLPs on ImageNet1K dataset

Ø The covariate matrix determines the aggregation pattern (the mapping weights of a 
query token that is reshaped in the feature map size).

• Visualization

• Conclusion and Resources
Ø Conclusion:
1. Relative positional prior is beneficial for the training of vision MLP and a 

careful calibration could reduce the model complexity and boost its 
modeling capability.

2. Group-wise operation is a nearly free-lunch operation in cross-token 
relation modeling.

Ø Contact & Resources:

wangzc@mail.ustc.edu.cn
haoyanbin@hotmail.com

SGU(gMLP)

PoSGU(PosMLP)

Ø LRPE in PoSGU: Learnable relative positional encoding (LRPE) predefines a learnable 
weight dictionary in which keys are defined as the relative displacement between two tokens. 
The weights of the mapping matrix are obtained via an assignment operation based on 
pairwise displacement,

Ø GQPE in PoSGU: Generalized quadratic positional encoding (GQPE) adapts a Non-isotropic 
Gaussian distribution to realize a continuous weights assignment (unlike the discrete 
dictionary in LRPE). The mapping matrix is predefined from a second-order function in which 
the attention center and covariate determine the certain aggregation pattern,

Right shows the illustration figure of the aggregation 
pattern before-and-after training from different groups of 
the G-GQPE. Due to its inherit localized positional 
prior and light-weights property, we take G-GQPE 
version of PosMLP as the default setting.  

• PosMLP

Table 3: Performance comparison with state-of-the-arts on object detection using 
COCO2017 dataset.

Ø The bias term in PoSGU may reveal the absolute information which explains why 
we do not need absolute positional encoding (APE) in PosMLP (left is the bias map 
from SGU, whereas the right is from PoSGU).

Table 3: Ablation study on the 
relationship between bias term
and absolute positional encoding.
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