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 Motivation & Contributions: 2. Main result (image classification)
» Vision MLPs like MLP-Mixer, gMLP and et al. are modeling cross-token relations via heavy Method Top-1 Acc.
parameterized token-MLP layers. Inspired by the extensive implementation of the positional Tiny Models
encoding method in Tran§formers, we expllc;ltly.ln_tegrate the positional prior into gMLP, which is RegNetY-4G [41] TYY. 1M 100 200
also treated as our baseline, and propose our vision backbone network named PosMLP. Swin-T [36] 2942 2OM 145G 213
» The single layer of token FC in the SGU of gMLP is weak at capturing the complex spatial Nest-T [56] 2942 17M 5:86 81:5
iInteraction. We propose to implement a channel group-wise strategy that assigns each group a aMLP-S [35] 5242 >0M 150 706
individual RPE-based token FC layer to achieve a multi-granular information aggregation. Hire-MLP-S [17] 9942 33M 419G 1.8
» The gMLP also suffers from its weak extendability to input resolution and thus the pretrained ViP-Small/7 [23] 2942 25M 6.9G 815
wights are hard to be transferred into other downstream scenes with flexible input resolution. To PosMLP-T 2942 21M 592G 82 1
reduce the transfer cost, PosMLP is utilizing a window-portioning and convolutional down- PosMLP-T 3842 21M 17.7G 83.0
sampling architecture. Small Models
RegNetY-8G [41] 2242 39M 8.0G 81.7
Swin-S [36] 2242 50M 8.7G 83.0
« Method: Nest-S [56] 2242 38M 10.4G 83.3
Mixer-B/16 [45] 2242 59M 11.7G 76.4
SGU(gMLP) (a) Token FC (b) LRPE (¢) GQPE S2-MLP-deep [52] 22472 51M 9.7G 80.7
K. N ViP-Medium/7 [23] 2242 55M 16.3G 82.7
4 ('}_ N ‘ i i Hire-MLP-B [17] 2242 58M 8.1G 83.1
| ; AS-MLP-S[31] 2242 50M 8.5G 83.1
N PosMLP-S 2247 37M 8.7G 83.0
. i ___________________ S | Y Base Models
P | | | || g | | L. .2 ot | RegNetY-16G [41] 2242 84M 16.0G 82.9
L Y 1 | | Swin-B [36] 2242 88M 15.4G 83.3
. o M A Nest-B [56] 2247 68M 17.9G 83.8
AE) i o) : gMLP-B [35] 2242 73M 15.8G 81.6
PoSGU(POSMLP)  p  Query pixel v ViP-Large/7 [23] 2242 88M 243G 83.2
X Hire-MLP-L [17] 224 96M 13.5G 83.4
o K Target pixel . rs, | - ] PosMLP-B 2247 82M  18.6G 83.6
Learnable W Z g L L —
Nk Lsiabis : Table 2: Performance comparison of PosMLP variants with the state-of-the-arts such as
8., Relative position H 0, / 5,-).,;' (5,,5,) CNNs, vision transformers and vision MLPs on ImageNet1K dataset
&  Inner product : 2. Main result (objection detection):
K / A Attention center ]muu(cl Mask R-CNN 1x RetinaNet 1X
2. Covariance matrix : Backbone #Param. AP APs) AP;5|AP™ APZ APZ #Param. AP APs, AP;s|APs APy APp
ResNet50[20] 442M |38.0 58.6 41.4 |344 551 36.7 | 37.7M [363 553 38.6 [19.3 40.0 48.8
> LRPE in PoSGU: Learnable relative positional encoding (LRPE) predefines a learnable PVT-Small[49] | 44.1M 404 629 438|378 60.1 403 | 342M 1404 613 43.0 250 429 557

CycleMLP-B2[5] | 46.5M |41.7 63.6 458 | 382 604 41.0 | 36.5M [40.9 61.8 434 |234 44.7 534
PosMLP-T(ours) 40.5M |41.6 64.1 45f¢ | 38.4 61.1 410 | 31.1M |419 63.2 44.7 |25.1 45.7 55.6
ResNet101[20] 63.2M [40.4 61.1 44.27| 364 57.7 38.8 | 56.7M |[385 57.8 412|214 42.6 51.1

weight dictionary in which keys are defined as the relative displacement between two tokens.
The weights of the mapping matrix are obtained via an assignment operation based on

pairwise displacement, zlrpe _ (,-lrpe + b)Norm(Xl) o X2, PVT-Medium[49] | 63.9M |42.0 644 4"# [39.0 61.6 421 | 539M |41.9 63.1 443 |25.0 449 57.6
| 5_ N | | | CycleMLP-B3[5] | 58.0M |43.4 65.0 47.7 |39.5 62.0 424 | 48.1M (425 63.2 453|252 455 56.2

» GQPE in PoSGU: Generalized quadratic positional encoding (GQPE) adapts a Non-isotropic PosMLP-S(ours) | 56.IM |43.2 655 474 | 39.4 625 421 | 47.3M |424 63.6 451 | 265 457 56.3

Gaussian distribution to realize a continuous weights assignment (unlike the discrete . _ _ _ _

dictionary in LRPE). The mapping matrix is predefined from a second-order function in which Table 3: Performance comparison with state-of-the-arts on object detection using

the attention center and covariate determine the certain aggregation pattern, COC02017 dataset.
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» The covariate matrix determines the aggregation pattern (the mapping weights of a
(o : - : I query token that is reshaped in the feature map size).

Right shows the illustration figure of the aggregation
pattern before-and-after training from different groups of
the G-GQPE. Due to its inherit localized positional
prior and light-weights property, we take G-GQPE

version of PosMLP as the default setting.
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;g—g —i— Block | B : Block 1B —i— Block [T & : Block T2 ) | 8 —==— (ax=IT" (b) X =cal (c) =T
i | ] Rk 7] ] i — Ll > The bias term in PoSGU may reveal the absolute information which explains why
i hat et . i | P—— — we do not need absolute positional encoding (APE) in PosMLP (left is the bias map
SRS | IR . T | [ FOP S Nt IR Y . T . .
(a) © @ from SGU, whereas the right is from PoSGU).
Figure 2: The proposed PosMLP: (a) Overall architecture; (b) Convolutional Patch Embedding block; (c) Convolutional Patch ‘&)\ m & : X x
Merging block; (d) Architecture of PosMLP block with PoSGU. SR M Bias b X }/( v
xs,glg, I,S’ygun- ‘5791; I,S’ygnn APE \/ \/
Top-1acc. | 76.8 | 77.3 | 77.4* | 77.3

 EXxperiments

» Ablation study:
1. SGU VS PosGU and gMLP VS PosMLP

Table 3: Ablation study on the
relationship between bias term
and absolute positional encoding.

Model Module Token-mn.cmg Extra FLOPs Top-1 acc.
complexity

SGU O(N?) X 72.14

oMLP LRPE-M O(N*) O(N?) 73.96(+1.82)

LRPE O(N) O(N?) 72.44(+0.30)
GLRPE O(N) O(sN*%) 74.56(+2.42)
GGQPE 0O(1) O(sN¥) 74.02(+1.88)

SGU O(N?) X 76.33

LRPE-M O(N?) O(N?) 76.95(+0.62)
FosMLP LRPE O(N) O(N?%) 76.93(+0.60)
GLRPE O(N) O(sN?) 77.41(+1.08)
GGOPE 0O(1) O(sN?) 77.40(+1.07)

Conclusion and Resources

Conclusion:

Relative positional prior is beneficial for the training of vision MLP and a
careful calibration could reduce the model complexity and boost its
modeling capabillity.

Group-wise operation is a nearly free-lunch operation in cross-token
relation modeling.
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Table 1. Effectiveness of RPE in gMLP and PosMLP.
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